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LOCAL AREA NETWORK WITH SELF ASSIGNED
ADDRESS METHOD

The present application has been filed concurrently
with, and is related to, U.S. patent spplication, Ser. No.
06/715,065, filed Mar. 21, 1985, and hereby refers to,
and incorporates by reference the corteuts of tke
sbove-referenced application.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to apparatus and meth-
ods for transferring data between a source and a plural-
ity of receiving data processing devices. More particu-
larly, the present invention relates to data transfer along
a local area network between a oluraiity of data pro-
cessing and peripheral devices.

2. Art Background

In the computing industry, it is quite common to
transfer data and commands between a rlgrality of data
processing devices, such as for example, computers,
printers, memories and the like. The interconnection of
computers and other peripheral devices principally
developed in the early 1970 with the advent of com-
puter networking systems, which permitted the distri-
bution of access to computing resources beyond the
immediate proximity of a main frame computer.

Networks, such as the ARPA Network, were devel-
oped to provide access by various users to iarge time-
sharing systems and the transfer of data between such
systems. In the case of geographically local networks,
so called “local area networks™ (LANs) were devel-
oped to connect together a collection of computers,
terminals and peripherals located, typically in the same
buildirz or adjacent buildirgs, and permitted each of
these devices to communicate among themselves or
with devices attached to other networks. Local area
networks permit the implementation of distributed com-
puting. In other words, some of the devices coupled to
the local area network may be dedicated to perform
specific funct ons, such as file storage, data base man-
agement, ter ainal handling, and so on. By having dif-
ferent machines perform difforent tasks, distributed
computing can make the impler=ntation of the system
simpler and more efficient.

Local area networks differ from their long-haul cous-
ins in a pumber of respects. A key difference is that the
designers of Jong-haul networks, such as the ARPA
petwork, are often forced by economic or legal rezsons
to use the public telephone network, regardless of its
technical suitability. In contrast, most local area net-
works utilize their own high-bandwidth cable to permit
datagram service between the various devices coupled
to the LAN. The most common transmission media for
carrier sense local area metworks are co-axial cable,
twisted pair and fiber optics. A variety of cable topolo-
gies are possible, such as linear, spine, tree, ring and
segmented. In addition, local area networks do not
suffer from the long propagation delays which are in-
herent with other large networks, thus allowing the
channel utilization to be pushed significantly above the
capabilit es of large scale networks.

Although local area networks hold the promise of
distribute¢ processing and communication between
data processing devices, a number of factors have pre-
vented wider use and acceptance of local area met-
works, such as ETHERNET (U.S. Pat. No. 4,063,220).
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For example, despite efforts to Jower costs using VLSI
technology, a typical LAN node may represent a signif-
icant percentage of the total cost of a personal com-
puter. Accordingly, in the personal computer market
local area networks have been prohibitively expensive
to implement. In addition, most Jocal area networks
utilize complex cabling techniques and require a system
administrator who is trained in the installation, updating
and maintainence of the LAN system. Moreover, many
local area networks utilize relatively complex protocols
to permit the various devices coupled to the LAN to
communicate under various conditions.

As will be decribed, the present invention provides a
local area network for communication and resource
sharing among various COmpUters, Servers, disks, print-
ers, modems and other data processing devices. The
present invention suppoits a wide variety of local area
network services, and permits communication to larger
networks through the use of bridging devices. The
present invention provides an economical, reliable, and
mechanically simple local area network heretofore un-
known in the prior art.

SUMMARY OF THE INVENTION

A local area network is disclosed including apparatus
and methods for transferring data between a plurality of
data processing rcsources (“agents™) coupled to a cable.
In the preferred embodiment, a plurality of agents are
coupled to a common cable for data transmission and
reception. An agent newly coupled to the cable dynami-
cally assigns itself a unique address on the cable to
which other agents may send data. The agent generates
a random number within a predetermined range, or
retrieves a previously stored initial number (“hint™), for
use as a tentative address. The agent transmits an en-
quiry signal (ENQ) over the cable © ¢ tentative ad-
dress to determine if the tentative ac. &ss is currently
being used by another agent. If an acknowledge (ACK)
signal is received by the sending agent in response to the
ENQ signal, another random number is generated as a
tentative address and additional ENQ signals are sent.
In the event no ACK signal is received, the sending
agent assigns the tentative address as a final address in
its memory.

Once an agent has assigned itself a final address, it
may then transmit to, and receive data from, other
agents on the cable. An agent desiring to send data to a
receiving agent senses the cable to determine if the
cable is idle or in use. If the cable is in use, the agent
“defers” until an idle condition is sensed. Once the cable
is detected as idle, the sending agent waits a predeter-
mined period plus a random time before transmitting an
“RTS" signal to the receiving agent. The sending agent
then monitors the cable for a “CTS” signal, which must
be transmitted by the receiving agent to the sending
agent within a predetermined time (IFG) after the re-
ceipt of the RTS signals. If a CT S signal is properly
received, the sending agent may then transmit a data
frame to the receiving agent within an IFG time after
receipt of the CTS signal. The faiiure to detect a return
CTS signa! within an IFG iime period denotes a colli-
sion condition. If a collision is presumed, the present
invention attempts to re-transmit an RTS signal using a
backoff method which dynamically adjusts the period
before a re-transmission atiempt based on recent cable
traffic history. Accordingly, the present invention pro-
vides a method of minimizing collisions and permits
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reliable and economical data transfers between a plural-
ity of agents coupled to the common csble.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a local are2 network adapted to
utilize the teachings of the, present invention.

FIG. 2 is a timing diagram illustrating the present
invention's use of frequency modulated (FM-0) encod-

ing.

gFIG. 3 illustrates the frame format utilized by the
present invention to transfer data to various data pro-
cessing devices coupled to the jocal area network.

FIG. 4 iilustrates
synchronization pulse prior to
frame.

FIG. § illustrates an enquiry (ENQ) frame utilized by
the present invention during dynamic address assign-
ment.

FIG. 6 is a flow chart illustrating the sequence of
operations utilized by a data processing device coupled
to the present invention during dynamic address assign-
ment.

FIG. 7 diagrammatically illustrates the present inven-
tion's use of handshake signals between sending and
réceiving data processing devices prior to the transmis-
sion of a data frame.

FIGS. 8(a) and 8(b) are a flow chart illustrating the
sequence of operations of a sending device to obtain
cable access.

FIG. 9 is a disgrammatical illustration of the trans-
mission of an “RTS" frame by a sending device after
sensing an idle cable.

FIG. 10 is a block diagram illustrating the present
invention's use of a serial controller device coupled to
the local area network.

FIG. 11 illustrates the present invention's collision
avoidance method including deference.

FIG. 12 illustrates the collision and resolution mecha-
nism of the present invention wherein two “RTS"” sig-
nals collide along the local area network.

FIGS. 13(a) and 13(b) are 2 flow chart illustrating the
generation of the random wait period R.

DETAILED DESCRIPTION OF THE
INVENTION

A local area network including apparatus and meth-
ods for transferring data between a plurality of data
processing resources coupled to a common cable is
disclosed. In the following description for purposes of
explanation, specific numbers, bytes, registers, ad-
dresses, times, signals, and formats, etc. are 5%t forth in
order to provide a thorcugh understanding of the pres-
ent invention. Howzver, it will be apparent to one
skilled in the art that the present invention may be prac-
ticed without thase specific details. In other instances,
well known circuits and devices are shown in block
diagram form in order not to obscure the present inven-
tion unnecessarily.

Referring to FIG. 1, the present invention may in-
clude a plurality of data processing devices identified
generally by the numerals 25 through 28 as well as
peripheral devices such as printer 30 (or other devices
such as, for example, a global memory, 2 disk drive and
the like). For purposes of this Specification, all data
processing and peripheral devices which are coupled to
the present invention’s local area network are collec-
tively referred to as “agents”. As shown, processing
devices 25, 26, 27, 28 and printer 30 are interconrected
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4

for data transfer to one another by 8 common cable 32.
The various devices are coupied to cable 32 by connec-
tion modules 34, which in the presently preferred em-
bodiment, contain a passive coupling transformer, resis-
tive and capacitive circuits, and are known in the art for
coupling each of the data processing and other devices
to cable 32. Cable 32 is appropristely terminated to
climinate signal reflections. In the preferred embodi-
ment, cable 32 is terminated with 100 Ohm resistors,
and is comprised of a twisted pair cable. It will be ap-
preciated by one skilled in the an that cable 32 may
comprise any shared media, such as coaxial cable, fiber
optics, radio channel and the like. Since, in the present
embodiment, the agents are passively coupled to cable
32, a failure of an agent or a connection module will not
disrupt communication over cable 32.

As will be described, the present invention provides a
local area network permitting synchronous serial com-
munication and data transfer between data processing
devices 25 through 28, and other peripheral devices
such as printer 30, utilizing protocols and collision
avoidance and detection methods and apparatus. The
present invention’s architecture and protocols minimize
handshake and collision detection complexities com-
mon in prior art systems, and permit high speed serizl
communication along cable 32. The present invention
permits access 10 various resources coupled to the net-
work, such as data stored in local memories, or disk, and
the common use of global printers, without the neces-
sity of complex or active termination circuitry at the
cabie end, or the need to predefine addresses for each
device coupled to cable 32. J.1 the current embodiment,
the present invention operates at approximately 230
kilobits per second through a shielded, twisted pair
cable 32, and is driven in accordance with EIA standard
RS0-422 balanced voltage specifications.

Referring to FIG. 2, data is encoded and transmitted
on cable 32 vsing a self-clocking technique known as
FM-0 (bi-phase space), such that each bit cell, typically
4.34 microseconds in duration, contains a state transi-
tion at its end, thereby providing necessary timing infor-
mation to the receiver. As illustrated, zeros are encoded
by adding an additional zero-crossing transition at mid-
cell, such that two zero crossings are detected for each
4.34 microsecond cell. Similarly, a logical one is pro-
vided in a particular cell by a zero-crossing transition
only at its end. Accordingly, through the use of FM-0
encoding, clocking information is carried by the data
signal itself, and permits the present invention to oper-
ate in a synchronous mode.

Referring now to FIG. 3, the present invention uti-
lizes a basic unit of data transmission known as a
“frame” 36. Frame 36 includes a preamble consisting of
two or more synchronization (“flag”) bytes 38 and 40.
In the presently preferred embodiment, each synchroni-
2ation byte comprises the bits 01111110. As is known,
synchronization bytes 38 and 40 permit receiving data
processing units coupled to cable 32 to synchronize
their receiving circuits, nd to receive necessary clock
information (through the use of FM-0 encoding). Fol-
Jowing synchronization bytes 38 and 40 is an eight-bit
destination address 41 which specifies the address of the
data processing agent for which the frame is intended.
A source address 42 comprises an eight-bit address of
the data processing agent transmitting the frame of
information. A “type” field 45 is provided to specify the
type of frame which is transmitted through the use of
various codes. For example, type field 45 may designate
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an acknowledge (ACK) frame,
frame, as well as an RTS and CTS frame,
described more fully below. The type field is followed
by a multi-byte data field (possibly of zero length)
which may contain raw data, messages, and the like to
be transmitted between the agents coupled to cable 32.
Following the data ficld 48 is a 16-bit frame check se-
quence which is computed as a function of the contents
of the sourc: address, destination address, type and data
fields. In the present embodiment, the frame check
sequence (FCS) is defined using the standard CRC-
CCITT polynomial. The frame check sequence 50 is
followed by an eight-bit synchronization (“flag”) trailer
52 (consisting of the logical bits 01 111110), and an abort
sequence 53 which consists of eleven or more ones in a
row. Abort sequence 53 is used to delineate the end of
the frame 36 to agents coupled to cable 32. Frame 36, as
will be described, is transmitted along line 32 in a serial
synchronous fashion using a handshake sequence of
control frames which are in turn followed by the data
frame 36 illustrated in FIG. 3.

As shown ir FIG. 4, prior to the transmission of a
frame, a transmitting agent coupled to cable 32 trans-
mits a synchronization pulse 56 which, is followed by an
idle period greater than two bit times and less than 10
bit time=s. Pulse 56 may comprise anY’ signzl containing
a zero crossing. In the present embodiment, as illus-
trated in FIG. 10, each agent coupled to cable 32 utilizes
a Zilog Z8530 S(CC serial communication controller
chip 79, accessing cable 32 through a lire driver 80 and
a line rcceiver 82. (See, Zilog Technical Manual,
7:8030/Z8530 SCC Seria! Communications Controller,
January, 1983.) The Z8530 SCC device 79 includes
circuitry which searches for synchronization {fiag) bits
when in a “hunt” mode. As previously discussed, the
present invention utilizes a synchronization (flag) byte
having the bit states 01111110. In addition, the serial
communication controller chip has the capability of
detecting a missing clock cycle, and setting a missing
clock bit within the device if following a given zero
crossing, a predefined period (greater than 1 bit time)
elapses without a successive zero crossing of the incom-
ing signal RyD.

The pulse 56 provided by a transmitting agent cou-
pled to cable 32 will be taken as a clock by all receiving
agents. However, since it is followed by an idle period
greater than two bit times, a missing clock is detected
and the missing clock bit is set in the SCC device 79 of
each agent connected to cable 32, thereby notifying
agents that cable 32 is in use. In the preferred embodi-
ment, the synchronization pulse 56 is obtained by mo-
mentarily enabling the line driver 80 for at least one bit
time. This causes transmission, for the pulse duration
time, of the signal TxD onto cable 32, thus ensuring at
least one zero crossing in the synchronization pulse 56.
In addition, the detection of synchronization (flag) bits
(i.c., 38 and 40) clears the “hunt” bit in the Z8530 de-
vice, and permits each agent coupled to cable 32 to
more efficiently detect whether or not cable 22 is cur-
rently in use prior to the transmission of a frame, as well
as providing the necessary synchronization bits to allow
the receiving agent to clock itself to the incoming data
frame. It will be appreciated that although the present
invention currently uses a Z8530 SCC device for de-
tecting missing clock cycles and synchronization bytes,
that other circuitry may equally be used for the same
function.

an enquiry (ENQ)
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Fach agent coupled to cable 32 is identified by a
unique binary address along the cable. One feature of
the present invention is that an agent coupled to cable
32 does not require a predefined permanent address.
Thus, for example, device 27 may be removed from
cable 32 and then recoupled to another cable at a differ-
ent location without need to configure an address.
When an agent is newly coupled to cable 32, a unique
protocol is followed such that an address is dynamically
generated and assigned by the agent itself. In the pres-
ently preferred embodiment, the address of each agent
is identified using an eight bit identifier (where no agent
may have a zero address or an address of 255).

Referring briefly to FIG. 6, the sequence of opera-
tions which an agent utilizes in order to determine &nd
assign itself an address is illustrated. It is appsrent that
to prevent disrupted service, no agent may acquire the
same address as an already functicning agent. In prac-
tice, the address of agents may be allocated between
general data processing devices and “servers” which
may comprise main frame or other machines. In the
present embodiment, addresses 1 through 127 are allo-
cated for general purpose agents, and addresses 128
through 254 are allocated for use by servers. As shown
in FIG. 6, upon being coupled to ceble 32, cach agent
cither generates an arbitrary random number within a
predefined range or obtains a starting number from
some long term, non-volatile memory (for example,
read-only-memory or magnetic medium) referred to as
a “hint”. This random number (or “hint™) is treated as a
“tentative” address, and the agent then transmits an
enquiry (ENQ) frame which utilizes the tentative ad-
dress as a destination address. The enquiry frame trans-
mitted is of the form illustrated in FIG. 8, and includes
an initial puise 56 separated by at least two bit times
prior to the synchrouization (flag) bytes 33 and 40,
previously described with reference to FIG. 3. The
destination address 41 of FIG. 5, as well as the source
address 42, contains the tentative address generated
randomly or through the hint. It will be noted that the
type field 45 in FIG. § contsins a binary code which
identifies the frame of FiG. § as an “enquiry” (ENQ)
frame for use in address assignment. This ENQ frame is
transmitted over cable 32. In the event another agent
has previously been assigned the tentative address, the
agent already using the tentative address receives the
ENQ frame, and in response transmits an acknowledge
frame (ACK) back to the transmitting agent. In prac-
tice, the ACK frame is structured similarly to the ENQ
frame disclosed in FIG. 5, except that the type byte
contains a binary code identifying the packet as an
ACK. -

As illustrated in FIG. 6, in the event that an ACK
frame is received by the transmitting agent, that agent
must then generate another random number as a tenta-
tive address and repeat the transmission of this new
tentative address along cable 32. In the event that no
ACK frame is reccived, the agent newly coupled to the
cable continues to send ENQ frames onto the cable until
some predefined maximum number of tries has oc-
curred. If, after a predefined number of attempts, no
ACK frame has been received, the transmitting agent
then assigns the tentative address as its final address for
all future communication along cable 32. The repeated
transmission of ENQ frames is used to avoid instances
where a particular agent which may be using the tenta-
tive address may currently be busy, and thus miss the
reception of an enquiry.
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Once an agent has been assigaed 2 final address, it

may ther. communicate with other agents coupled to
cable 32 utilizing a handshake protocc! and collision
avoidance mechanism described below. Referring to
FIGS. 6, 8(a), 8(b) and 9, communication between
agents coupled to cable 32 occurs through a three-way
handslmkeprocem.'l‘hepurposeofﬂ:chmdshakcse—
quence is to control the access to the shared cable 32 in
an orderly fashion that reduces the probability of a
collision. Each transmission including the handshake
(known as a “dialogue™) must be separated by a mini-
mum inter-dialogue gap (IDG), which in the present
embodiment comprises 400 microseconds. In addition,
the frames within a single transmission (dialogue) must
follow one another within 8 maximum interframe gap
(IFG) of, in the current embodiment, 200 microseconds.
A collision is said to occur when two or more agents
transmit at the same time on cable 32.

Referring to FIGS. 7 and 8(a) and §(3), the sending
agent, for example data processing agent 25, which
desires to communicate with another agent coupled to
cable 32, executes the operations set forth in the flow
chart of FIGS. 8(a) and 8(b). A sending agent prior to
transmission determines whether or not the “hunt™ bit
in the Z 8530 SCC serial controller, or other appropri-
_ate hardware, has detected 2 synchronization (flag) byte
passing along cable 32. If a synchronization (flag) byte
has been detected, and no abort byte has followed, then
cable 32 is currently in use and the agent wishing to
transmit “defers” its transmission. In the event that no
synchronization pulse 56 or synchronization (flag) bytes
(38 and 40) are detected, the agent desiring to transmit
data executes a front end wait operation, as best illus-
trated in FIG. 8(a). The front end wait operation con-
sists of & series of four waiting periods, in the present
embodiment of 100 microseconds each, following each
of which the flag detect (*hunt bit™) is checked to see if
a synchronization (flag) byte has been received on the
cable 32. The detection of a flag byte denotes that some
other agent is using the cable 32. In such event, the
sending agent must wait for the flag detect (hunt bit) to
clear, thus signalling the end of uiilization of cable 32
At this point, the entire front end wait sequence illus-
trated in FIGS. 8(a) and 8(b) is repeated.

If, on the other hand, a flag byte 1s not detected, this
indicates that during the front end wait sequence no
other agent has empted to use the cable, and a random
wait operation is then executed. In addition, during the
front end wait operation, the synchronization pulse
detect is cleared after the first 100 microsecond wait.

Before proceeding to execute the random wait opera-
tion, illustrated in FIG. 8(b), a random wait number R is
generated (the details regarding the ger:cration of R wil!
be discussed below). As shown, the random wait opera-
tion cycles R times through a basic operation of waiting
100 microseconds before checking to see if flag has been
detected (hunt bit cleared). If, at any point a flag is
detected, then another agent is using the cable 32 and
the sending agent must defer its transmission. If, how-
ever, at the end of the random wait sequence the cable
is still quiet (not in use) then one last check is made to
see if a synchronization pulse has been detected, before
sending an RTS frame, as will be described.

If the cable 32 remains idle throughout this randomly
generated waiting period R, the transmitting agent pro-
ceeds to transmit a synchronization pulse 56 followed
by an “RTS” frame along cable 32 to the receiving
agent. An RTS frame is structured substantially the
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same as the ENQ frame illustrated in FIG. 5, however,
the type field contains a binary code identifying the
frame as an RTS rather than an ENQ frame. The receiv-
ing agent, upon receiving the RTS frame from the trans-
mitting agent, transmit a *CTS" frame back to the or-
ginal transmitting agent within the maximum interframe
gap (IFG) period. As in the case of the RTS frame, a
CTS frame transmitted by a receiving agent is struc-
tured substantially the same as the ENQ packet illus-
trated in FIG. 5, except that the type field contains 2
code identifying the frame as CTS. Once the original
transmitting agent, for example data processing unit 25,
receives the CTS frame, a full data frame 36, as illus-
trated in FIG. 3, is transmitted to the receiving agent
within one IFG of the receipt of the CTS frame. In the
event that the transmission of a CTS or data frame does
not occur within an IFG, then the transmitting agent
assumes that a collision has occurred or the destination
agent is inactive or otherwise unavailable.

If a general broadcast to all agents coupled to cable
22 is desired, the transmitting agent sends an RTS frame
with a destination address of 255 to all agents on the
line, and waits for an IFG period to elapse prior to
sending a data frame 36 also having a destination ad-
dress of 255. Accordingly, in the case of general broad-
casts along cabie 32, the transmitting agent does not
weit for retura CTS frames, but rather, immediately
proceeds to conduct a generai droadeasi once ilic IFfG
period has clapsed after trensmitting an RTS frame. In
additicn, by providing within the RTS frame a destina-
tion eddress field 41 having a particular value (255)
corresponding to a broadcast address, only one RTS
frame need be transmitted to all agents at the various
addresses along cable 32.

It will be: appreciated by one skilled in the art that the
purpose of the three step handshake prototol described
above is to avoid coliisions by restricting the periods in
which collisicns are highly likely (typically during the
RTS and CTS frame exchanges), and to spread out in
time the cable access of trunsmitters waiting for the
cable 32 to become idle prior to the beginning of a
transmission. A successful RTS-CTS frame exchange
signifies that a collision did not occur, and that all
agents desiring to transmit have sensed the coming data
frame transmission, and are waiting untii the data ex-
change is complete prior to attempting to gain control
of the cable.

In the event that another agent begins a transmission
during the RTS-CTS frame exchange described above,
it will be appreciated that the CTS frame will not be
properly received (e.g. the frame check sequence is
invalid), and that the sending agent may then assume
that a collision has occurred. A collision will prevent a
complete RTS and CTS frame exchange, and thereby
prevent a proper handshake from occurring. Normally,
if an agent desiring to transmit data on cable 32 senses
that the cable is currently in uss, it defers the transmis-
sion of its own RTS until the cable is idle (see FIGS. 11
and 12).

Referring now to FIGS. 9, 13(a) and 13 (b), the se-
quence of operations executed by the present invention
to obtain the value of random wait number R (as previ-
ously discussed with reference to FIG. 8) will be de-
scribed in detail. As will be appreciated, the present
invention dynamically modifies the random wait num-
ber R in response to recent cable traffic history. The
method utilized by the present invention presumes that
if collisions have been assumed for recently sent data
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frames, the cable 32 is currently the subject of heavy
loading and high bus contention. A random waiting
period R prior to a retrunsmission attempt spreads out in
time bus access for the various agents contending for
cable use. Accordingly, the operations illustrated in
FIGS. 13(a) and (b) are exccuted to generate and adjust
the random wait number R utilized in accordance with
the segucnce of operations set forth. in FI1GS. 8(a) and
(5). In the present invention, eight bit shift registers are
provided in order to kecp track of collision end deferral
histories for each agent coupled to cable 32. For pur-
poses of this Specification, the variable “C" denotes an
cight bit shift register which is utilized to keep track of
the collision history for the last cight data messages
which an agent has attempted to send, and a variable
«p” which denotes an cight bit shift register represent-
ing the deferral history for the last eight messages
which have been attempted to be sent. As previously
discussed, a collision is presumed if the RTS-CTS frame
handshake protocol fails to occur within the IFG per-
jod, and a deferral is deemed to occur if an agent, prior
to transmitting a message, detects a flag byte or syn-
chronization pulse 56 thereby indicating that the cable
ic in use. A variable “G” is defined as a four bit global
mask which represents a number signifying a modifica-
tion factor representative of all previous messages
which the the agent has attempted to transmit. A vari-
able “L" is defined as a local mask which is representa-
tive of attempts to transmit the current message by an
agent coupled to cable 32. Ir. addition, Ncis defined as
the number of collisions which have been assumed for a
particular data packet, and Npis defined as the number
of deferrals which have occurred prior to the transmis-
sion of the current data packet.

As illustrated best in FIGS. 13(2) and (b) prior to the
transmission of a new data packet, the variable G is
adjusted, as follows:

If the number of bits sets (i.c. equal to 1) in the eight
bit register “C” is greater than 2, then all bits in the four
bit shift register defining “G™ are shifted to the left
[least significant bit (LSB} toward most significant bit
(MSB)] one bit. In addition, Go (the least significant bit
of four bit shift register G) is set to 1 and the eight bits
comprising C are set to 0.

If the number of bits set in the eight bit register “c”
isb»sthanorequaltoZ.thenDisexamined,andiftbe
number of bits set in “D" is less than, 2, then the present
invention shifts the contents of G right (MSB toward
LSB) one bit; sets G3 (MSB of G) equal to 0 and sets the
value of D equal to 255.

Once G has been adjusted, the present invention then
shifts the contents of registers D and C left one bit
(toward MSB) and sets the least significant bit (LSB) of
C and D equa! to 0. Similarly, variables Nc and Np
which denote the number of collisions and deferrals for
the particular message to be sent are also set equal to 0.
Moreover, as shown in FIG. 13, the value of L is then
set equal to the value of G.

Prior to beginning the front end wait sequence dis-
closed in FIG. 8(a), the present invention determines
whether or not a flag detect (i.c. flag byte) has been
detected along cable 32. In the event that no flag byte
has been detected, the present invention then executes
the sequence of operations illustrated in FIG. 8(a) for
the front end waiting period. Subsequent to the fixed
front end wait sequence, the present invention generates
s random number “r” within a predetermined range,
and then calculates the value of “R” by logically
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“AND" ing the value of r with the previously deter-
mined value of L (local mask variable). Once the value
of R is determined, the present invention then follows
the random wait cycle illustrated in FIG. 8(b), and upon
completion of the random waiting period, transmits the
P.TS frame as shown in FIG. 13(b).

If the CTS frame is received by the sending agent
within the IFG period, as previously discussed, then the
data frame is transmitted, and the message dialogie has
been completed. If, on the other hand, a flag is detected
prior to the beginning of the front 2nd wait sequence, &
deferral adjustment is provided wherein Dg(the LSB of
register D) is set to 1 aad Lois set to 1. In addition, the
deferral adjustment includes the setting of Np equs! to
Np-+ 1. The flag detect (hunt bit) is once again checked.
As shown in FIG. 13, this deferral adjustment occurs in
cases where it is determined that the line is busy prior to
transmission.

In the event the RTS/CTS handshake is not success-
ful, then a collision is presumed end a collision adjust-
ment occurs. Co is set equal to 1 and the value of L is
shifted left (LSB to MSB) one bit. In addition, L ois set
equal to 1 and Ncis set equal to Nc+1, as illustrated in
FIG. 13(b).

It has been found that the utilization of the steps
illustrated in FIGS. 13 dynamically adjust the randomly
generated value of r such that the period of i 2 (in 100
microsecond increments) which an agent wieits ‘n addi-
tion to the front end waiting period prior to attempting
a iransmission is modified in accordance with recent
cable traffic history. This modification of the random
waiting period significantly increases the probability of
a successful RTS/CTS frame exchange, and thereby
avoids collisions along cstle 32.

Accordingly, apparatus and methods have been dis-
closed having particalar utility when used in conjunc-
tion with a local area network. The present invention
provides a network which permits any agent to be cou-
pled to the cable at any point, and assign itself a unique
address. In addition, the present invention's novel colli-
sion avoidance protocol minimizes the probability of
collisions occurring on the cabie, and if a collision oc-
curs, provides a greater probability of success for subse-
quent re-transmissions.

Although the present invention has been described
particularly with reference to FIGS. 1-13, it will be
apparant to one skilled in the art that the present inven-
tion has utility far exceeding that isclosed in the Fig-
ures. It is contemplated that many changes and modifi-
cations may be made, by onc of ordinary skill in the art,
without departing from the spirit and scope of the in-
vention as disclosed above.

We claim:

1. An apparatus for assigning a unique address to a
data processing device coupled to a communication
medium to permit the transfer of data between a plural-
ity of said agents on said medium, compiising:

transceiver means coupled to each of said agents for

transmitting signals onto said medium and receiv-
ing signals transmitted on said medium by another
agent;

address assignment means coupled to each of said
agents 10 permit each of said agents to assign itself
a unique address on said communication medium,
said address assignment means including:
random number generating means for generating a

random number within a predefined range for

use as a tentative address;

Page 0014 of 0015 )



Apple Computer Inc. Patent

4 689 786

4,689,786

11

address storage means coupled to said random
number generating means for storing said tenta-
tive address;

first signal generation means coupled to said ad-
dress storage means and said transceiver means
for generating an enquiry (ENQ) signal and
mnsnﬁtﬁngatlestoncmclENQsig!x!ltol
device having said tentative address on said com-
munication medium;

acknowledge signal receiving means coupled to
gaid transceiver means for receiving an acknowl-
edge (ACK ) signal transmitted by an agent other
than said agent being assigned a unique address
in response to its receipt of said ENQ signal, said
acknowiedge recciving means signalling said
random number generating means 10 generate
another random number as a tentative address
upon the receipt of said ACK signal;

timing means coupled to said acknowledge signal

receiving means for storing said tentative address
as a final address in said address storage means in
the absence of the receipt of said ACK signal
within a predetermined time (IFG) after the last
ENQ signal has been transmitted;

whereby said agent is assigned a unique address on

said communication medium.

2. The system as defined by claim 1, wherein said first
signal generation means generates and transmits & plu-
rality of ENQ signals, each of said ENQ signals being
transmitted after said IFG time has clapsed.

3. The system as defined by claim 2, wherein said
timing means stores said tentative address as a final
address in the absence of said ACK signal once said
IFG time kas elapsed after the last of said plurality of
said ENQ signals have been transmitted.

4. The system as defined by claim 3, wherein said
ENQ signal includes an ENQ frame having at least one
synchronization flag byte having a predefined bit se-
quence and an ENQ byte.

5. The system as defined by claim 4, wherein said
ACK signal includes an ACK frame having at least one
synchronization flag byte having a predefined bit se-
quence and an ACK byte.

6. The system as defined by claim 5, wherein said
random number generation means geaerates a random
number in the range of 1 to 254.

7. The system as defined by claim 5, wherein said first
signal gencration means generates a synchronization
pulse and transmits seid synchronization pulse on said
communication medinm, said synchronization pulse
transmitted prior to other signals on said medium.

8. The system as defined by claim 7, wherein said
synchronization pulse preceeds said other signals by at
least 2 bit times.

9, The sytem as defined by claim 7, wherein said IFG
time is generally 200 microseconds.
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10. The system as defined by claim 7, wherein said
communicaiton medium is a twisted pair cable.
11. The system as defined by claim 10, wherein said
twisted pair cable is terminated by 100 Ohm resistors.
12. The system as defined by claim 7, wherein said
signais on said commaunication medium are transmitted
using FM-0 encoding.
13. In a communication system for transferring data
between a plurality of devices, a method used by each
of said agents for assigning itself a unigue address on
said communication system, comprising the steps of:
generating a random number within a predetermined
range for use as a tentative address;
storing said tentative address in storage means;
generating an enquiry (ENQ) signal and transmitting
said ENQ signal to a device having said tentative
address on said communication system;

sensing said communication medium for the recep-
tion of an acknowledge (ACK) signal transmitted

by an agent other than said ageat being assigned a

unique address in response to its receipt of said

ENQ signal, and upon sensing said ACK signal

generating another random number for use as an

alternate tentative address;
storing said tentative address as a final address in said
storage means in the absence of the receipt of said

ACK signal within a predetermined time (IFG)

after the transmission of said ENQ signal;
whereby an agent is assigned a unique address on said
communication system.

14. The method as defined by claim 13, wherein said
generating step generates and transmits a plurality of
ENQ signals, each of said ENQ signals being transmit-
ted after said G time has elapsed in the absence of the
receipt of an ACK. signal.

15. The method as defined by claim 14, wherein said
tentative address is stored as a final address in the ab-
sence of an ACK signal once said IFG time has elapsed
after the last of said plurality ENQ signals have been
transmitted.

16. The method as defined by claim 15, further in-
cinding the step of generating a synchronization pulse
and transmitting said synchronization pulse on said
communication medium, said synchronization pulse
being transmitted prior to cther signals on said medium.

17. The method as defined by ciaim 16, wherein said
ENQ signal includes an ENQ frame having at least one
synchronization flag byte having a predefined bit se-
quence and an ENQ byte.

18. The method an defined by claim 17, wherein said
ACK signal inciudes an ACK frame having at least cne
synchronization flag byte having a predefined bit se-
quence and an ACK byte.

19. The method as defined by claim 18, wherein said
random numbser is in the range of 1 to 256.
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